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a b s t r a c t

Traditional models of bag-of-words for text classification are unable to identify weights for the
co-occurrence of terms, and, mainly, for this reason, they are being replaced by models of word
embedding. This article proposes a method to enhance traditional bag-of-words models in two aspects:
(a) build features on the co-occurrence of terms and (b) smooth the non-linearity or make the
terms linear for different corpus categories. The datasets used are characterized by the non-linearity
of the terms, having four different categories of documents. Two computational representations
of the datasets are generated: binary and frequency, being used for supervised training of nine
classification technologies: random forest, multilayer perceptron neural networks, adaptive boosting,
gradient boosting, Gaussian process, support vector machine, Naive Bayes, k-nn and decision trees, its
results are compared with nine other algorithms used in other research work. The combinations of
each obtained result are compared and assessed using the accuracy, f-measure, precision, and recall
metrics. The research and studies generated resulted in the construction of an API that will integrate
the Department of Justice software that controls the judicial proceedings. The results of the evaluation
metrics and the comparisons with other studies demonstrate that the proposed methodology is feasible
to be applied in meeting the needs of the court, allowing to speed up the judgment of lawsuits.

© 2022 Elsevier B.V. All rights reserved.
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. Introduction

There are several areas of expertise working on document
lassification using machine learning, such as (i) medicine [1],
ii) biology [2], (iii) engineering [3], (iv) law [4], (v) education [5],
mong others. Information retrieval innovations use techniques
o define document type in a corpus, with automatic knowledge
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generation and information handling [3]. Many studies are mov-
ing in this direction, like (i) Ceci and Gangemi [6], (ii) Fawei
et al. [7], (iii) Calambás et al. [8], (iv) Zhang et al. [9], (v) Ni
et al. [4] continue the work of Zhang et al. [9], (vi) Rani et al. [3],
(vii) Huang et al. [10], (viii) Wu and Zhang [11], (ix) Agarwal
et al. [12], (x) Seo et al. [13], (xi) Li et al. [14], and (xii) Abualigah
et al. [15].

In the literature, several works on the classification of text
documents and vectorization of terms apply the concept of bag-
of-words [16–20], others bag-of-concepts [14,21–24], and others
apply both solutions (bag-of-words and bag-of-concepts) [10,14,
25]. In the bag-of-words model, the document is transformed
into a vector of size n, in which n is the number of words
used to represent the document, each vector field is associated
with the word value, calculated by traditional methods such as
tf, tf-idf, Okapi BM25, and others. In the bag-of-concepts model,
also known as word embeddings, the document is transformed
into a vector space of size n × d, in which n is the number of
words and d the number of dimensions of the word embeddings,
considering that the dimension d of a word is generally defined

by the own word and by the words that accompany the word in
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he text, creating a co-occurrence among the words. Also, if the
epresentation of the document is separated by its sentences, the
ector space can be expanded to s×n×d, where s is the number

of sentences in the document. Methods known and applied in the
construction of words embeddings are word2Vec [21], GloVe [26],
ELMo [27], BERT [28], and others. After obtaining the document
attributes, through the one-dimensional model, bag-of-words, or
the multi-dimensional model, bag-of-concepts, it is possible to
train different machine learning algorithms to classify documents.

Recent works as Agarwal et al. [12], Seo et al. [13], and
Li et al. [14] inform the disadvantages of using the bag-of-
words model, reaffirm the limitations in applying the model tf-idf,
demonstrating that model cannot relate to the co-occurrence
among the terms in the documents and value the techniques
of the bag-of-concepts. Agarwal et al. [12] compare two solu-
tions of vectorization, tf-idf and lfw, in web services documents,
in the WSDL format, then apply k-means to group them. Seo
et al. [13] use the tf-idf model to identify unusual terms in the
customer’s answers database. Li et al. [14] propose a new way to
apply the bag-of-concepts, using an external knowledge base and
multidimensional analysis of the text, generating an additional di-
mension based on external knowledge. However, the best results
in Li et al. [14] were obtained when applying the bag-of-concepts
model proposed with the bag-of-words. It is observed that each
scenario or area of expertise has characteristics in its documents
(corpus) whether or not they require high processing costs or
the use of complex techniques. Thus, it is noticed that simple
solutions with less processing time can achieve the objective of
the application [29,30]. Gomaa and Fahmy [31] inform that some
weight construction models are traditionally researched and ap-
plied, as term frequency (tf ), term frequency–inverse document
frequency (tf-idf ), and Okapi best matching 25 (BM25).

This article seeks to address two main gaps: (a) limitations
in the application of the model tf-idf, due to not being able to
build features for the co-occurrence between similar terms and
(b) divergent judgments occur for lawsuits with similar histories
and facts, which can lead to inequalities and even possible dis-
crimination. Thus, this paper proposes a methodology to improve
the application of the bag-of-words model in the classification
of documents and vectorization of terms, for it can generate co-
occurrence among the terms of a document in a single vector of
size n, it is obtained, currently, by the techniques of word em-
beddings, in which a multi-dimensional vector space represents
the document. The proposed method enhances the application
of the tf-idf model when in conjunction with the tf-idf model,
adding similarity learning between the terms of the documents.
This joint application innovates the bag-of-words model in three
aspects: (a) after establishing the values of the terms through
the model tf-idf, applies the Jaccard similarity to relate the co-
occurrence of the terms in the documents, solving the limitation
informed in the works of Agarwal et al. [12], Seo et al. [13], and
Li et al. [14], (b) the co-occurrence weighting values of similar
terms are inserted into a single vector of size n, and (c) it softens
the nonlinearity of the terms in the classification of documents in
text. The innovations are noticed and presented in the obtained
results, as in the application in the corpus of documents of the
Court of Justice, as much as in the traditional datasets used in
other studies, comparing the values in the accuracy, f-measure,
precision, and recall metrics.

This work presents an artificial intelligence method that per-
forms the recognition of document patterns using similarity-
learning in the construction of features, in conjunction with tf-idf
model to identify documents by their co-occurrence of the terms.
The knowledge obtained by the similarity-learning are inserted
in nine classification technologies: random forest, multilayer per-
ceptron with backpropagation neural network (MLPNN), adap-
tive boosting, gradient boosting, Gaussian process, support vector
2

machine, Naive Bayes, k-nearest neighbors and decision trees,
enabling the making of taxonomic forecasts for new documents.
These nine classification algorithms are tested and evaluated. The
Okapi BM25 model is also applied with the similarity-learning in
order to compare its results with tf-idf.

The studies and researches carried out in this article are in
the application in the corpus of lawsuits documents in the gov-
ernmental institution of justice in Brazil, the state of Goias. The
data used in this research are documents of a judgment of judges,
known as decisions. These documents describe the event that
occurred, covering all aspects of the law inherent in the case and
solicitations by lawyers. They are documents rich in information,
integrating generated facts and applied laws. These decisions
shape the way the law is interpreted and applied by the many
attorneys and access professionals across the government [29,30,
32,33].

The relevance of this research is to provide celerity in the
judgments of the judicial proceedings, as well as to reduce in-
equalities and discrimination, since it identifies and classifies
the received lawsuits, allowing connection with cases already
judged. To apply the proposed method in this study, an API
was created, allowing to insert the functionality of text clas-
sification on the Court of Justice software. In addition to the
contribution to society applied to the Department of Justice, this
article brings five relevant contributions to the academic envi-
ronment: (a) it evaluates different training techniques, binary and
frequency, as well as nine classification algorithms that present
better accuracy, f-measure, precision, and recall metrics for the
court’s unstructured text documents, (b) it compares and evalu-
ates the proposed method with other research works, applying
other datasets, (c) it compares and evaluates the application of
the tf-idf and BM25 model, together with the Jaccard similarity,
(d) it builds and makes the source code available on Github to
perform preprocessing on justice text documents (in Portuguese),
and (e) datasets generated and the implementation of the nine
classification algorithms can be found on Github, for the evolution
of current research. The results found have a low processing time
in learning the proposed method and predicting new documents.
Its application is not onerous in a production environment.

By way of comparing and verifying the achieved results in this
paper, similar studies as in Abualigah et al. [34], are faced and
presented in the results section. Abualigah et al. [34] present and
assess algorithms used to solve the problem of text classification
and grouping. Experiments in Abualigah et al. [34] were recorded,
and their accuracy, f-measure, precision, and recall results were
assessed in the optimization algorithms to solve problems of
clustering, including Harmony Search (HS) Algorithm, Genetic
Algorithm (GA), Particle Swarm Optimization (PSO), Ant Colony
Optimization (ACO), Krill Herd Algorithm (KHA), Cuckoo Search
(CS) Algorithm, Gray Wolf Optimizer (GWO), Bat-inspired Algo-
rithm (BA), and k-means. Abualigah et al. [34] use datasets freely
available on the Internet to validate the performance of the tested
algorithms. The Gray Wolf Optimizer (GWO) algorithm presented
the best results in the assessment metrics in Abualigah et al. [34].
Two datasets used in the study of Abualigah et al. [34] were
operated in this article, allowing the comparison of the results
of the assessment metrics between the two types of research.

The novelties (originality) inherent to this applied research
and not noticed by authors in other works are: (a) in the aca-
demic context, the proposed model improves the traditional BOW
with the joint application of the similarity-learning technique
to automatically find the co-occurrence of terms, allowing the
vectorization of text documents in only one dimension, (b) this
work develops and makes available, in an open Github repository,
a preprocessing solution for law texts in Portuguese, and (c) in

the social context in Brazil, a developing country with serious
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roblems such as poverty and discrimination, this work applies
nd delivers a tool that helps standardize judgments, as the
roposed model manages to relate new cases to cases already
udged.

The results obtained in this work meet two sustainable goals
n the world, according to the 17 goals established by the United
ations, with indicators 10.3 (Ensure equal opportunities and
educe inequalities in results, including the elimination of dis-
riminatory laws, policies, and practices and the promotion of
egislation, appropriate policies and actions in this regard) and
6.6 (Develop effective, accountable and transparent institutions
t all levels).
This paper contains the following structure: Section 2 de-

cribes related works and theoretical background. Sections Sec-
ion 3 details the proposed methodology, Section 4 and Section 5
resent the results obtained and the discussion of the work,
espectively, while the conclusions are provided in Section 6.

. Related works

One of the fields with several recovering information applica-
ions is Law [35]. The volume of lawsuits filed in the judiciary, as
pposed to the task force of the judges, as well as the possibilities
f flows imposed in the legislations of the countries, has hindered
he celerity in the attendance to the rights of the society [29,
0,32]. Thus, since human resources to judge the number of
awsuits brought to justice is scarce, it is believed that optimiza-
ion techniques with information technology can be applied to
mprove this scenario [29,30,32]. In the last years, one of the
ain innovations in the computational area has been artificial

ntelligence in text classification in law, with the construction of
network in a semantic context that allows meaning (semantics)
nd automatic treatment of information [3].
Sulis et al. [36] work on the identification and classification of

udicial documents in text in the European Union, using simulta-
eously two methods to generate the features, being (a) manual
nnotation of eight categories established by the authors and
b) network of co-occurrence between terms. Various metrics
re applied in the co-occurrence network to establish values in
he combination of terms. After generating the features by this
anual and automatic method, the classification algorithms are
pplied: logistic regression, decision trees, support vector ma-
hine, and k-nn. The dataset used is European Union standards.
he best classifier was SVM in the results, reaching the value of
3% in the f-measure and 76% in the accuracy.
Mandal et al. [37] work with judicial texts known as prece-

ents, dealing with statements from prior cases. The dataset
sed is Indian Supreme Court cases. Mandal et al. [37] investi-
ate the performance of 56 different methodologies to calculate
extual similarity in precedents. Among the solutions analyzed
re models such as tf-idf, LDA, PScoreVect, Bert, Word2Vec, and
aw2Vec. The authors noted that more traditional methods, such
s tf-idf and LDA, which rely on bag-of-words representation,
erform better than more advanced context-sensitive methods,
uch as BERT and Law2Vec [38], for document-level similarity
omputation. The average accuracy achieved in each model used
as 80.8% for tf-idf, 77.1% for LDA, 67.1% for PScoreVect, 68.4%

or Bert, 73.4% for Word2Vec, and 69.1% for Law2Vec. The article
y Saura et al. [39] applies LDA to model sentimental analysis
ample topics from tweets datasets, finding that the main issues
re related to security in Internet of Things environments.
Skrlj et al. [40] propose a vectorization method where the

onstruction of features is mixed using the tf-idf model simulta-
eously together with tax2vec. This proposed model applies prior
nowledge of terms based on a WordNet taxonomic network.
ax2vec serves as a preprocessing method for enriching data
3

with semantic features. Classifiers can use the resulting semantic
features for learning. For the tests, six different types of datasets
are used: three sets of tweets, one set of BBC news, and two
related to biomedical drugs. SVM was the classification algorithm
used. The authors used only the f-measure metric to evaluate,
and the only satisfactory result in applying the proposed method
was in the BBC news dataset, reaching 98%. The values are not
significant for all other datasets, with 62% being the second-
highest value found in the tweets’ dataset, named PAN(Gender)
in the article. The results in the two biomedical drug datasets,
related to legal norms, reached 47% for the drug effect and 52.3%
for the drug side.

Radygin et al. [41] developed software to search and analyze
documents from arbitral tribunals under Federal Law. The pro-
posal is to use AI to detect violations of Federal Law in Russian.
In the document preparation flow, before the construction of
features, the texts are preprocessed. For vectorization, tf-idf is
used, and the applied classification algorithm is SVM. Training
documents were obtained from an open Internet repository in
Russia called Electronic Justice. The article does not detail the
documents or how they were selected to perform the classifica-
tion tests, but informs that they reached the value of 87% in the
f-measure in the simulations.

Hausladen et al. [42] apply machine learning to U.S. Circuit
Court documents, intending to explore and evaluate classifiers
to predict conservative or liberal decisions, terms typical of the
research by Hausladen et al. [42]. In the United States, judges
wield significant power due to the common law system. The
extent of the influence of U.S. judges is a motivation for extensive
research into the determinants of judicial decision-making. In
particular, there is a vast literature on how opinions are affected
by the judge’s ideology. In the vectorization of documents, the
model tf-idf uni-grams and big-grams are used. The classifiers
used are passive-aggressive, SVM, logistic regression, ridge, and
Naive Bayes. The best classifier, passive-aggressive, reached the
value of 74.5% in the f-measure and 77.1% in the accuracy on the
dataset named Economic Activity.

Waltl et al. [43] work in the manual and automatic classifi-
cation of norms in the German civil law domain, consisting of
nine categories/labels of text documents. Bag-of-words is used in
vectorization, and the tf-idf model is applied by the authors. The
proposed methodology for manual and automatic classification
is compared using f-measure, precision, and recall metrics. Five
classification algorithms are used in simulations: support vector
machine, random forest, multilayer perceptron neural network,
Naive Bayes, and logistic regression. The best values were found
for the automatic classification method, using the SVM classifier,
85% for precision, 84% for recall, and 83% for f-measure.

Katz et al. [44] work in the context of the Supreme Court of
Justice of the United States to predict their behavior. A temporal
evolution was developed using the random forest classifier and
a solution based on metadata already recorded in the supreme
court’s database. A dataset of 240,000 court votes and 28,000
case results over nearly two centuries are used. The results in
this volume of data reached the accuracy values of 70.2% in
the attempt to predict the outcome of cases and 71.9% in the
prediction of votes.

Medvedeva et al. [45] present a method to predict future
case decisions, based on past cases, works with judgments, text
documents of the European Court of Human Rights. The authors
inform that with the availability of judgments, big data on justice,
jurisprudence, it is possible to carry out studies in justice applying
machine learning solutions. For document vectorization, the tf-idf
model with n-gram method is applied. The support vector ma-
chine classifier is used to predict only two categories of outcomes:
violation and non-violation. The accuracy achieved was 75%.
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Ceci and Gangemi [6] develop work using the semantic web, a
library of lawsuit knowledge based on the metadata contained in
judicial documents, where semantic relationships are constructed
by extracting fragments in lawsuit texts. As a result, the library
called JudO, where it presents the interpretations of the judges
in the conduct of their lawsuit reasoning. From the computer
science area, the authors contribute to the modeling of judicial
knowledge, resulting from studies based on cases and design
patterns using ontology.

In the judiciary system, the finalization of the lawsuit occurs
after the decision of the judge. The judge must analyze case
by case with the view of value, fact, and norm [46]. If the law
established in the codes were sufficient, immutable, perfect, and
timeless, it would suffice to locate which norm would fit each
case and apply it. Thus, the server of justice would be a simple
automaton programmed to that task. However, the judges are
more than automatons; they count on a cultural and life back-
ground, morality, and decisions they have taken in previous. In
some countries, the decisions’ database forms the basis of pacified
understanding on related issues in judicial proceedings, attaching
greater importance to the study and application by analogy of
past cases. In other countries, with Roman–Germanic tradition,
it is taught that the law in the codes is the primary source of
the law, leaving the other sources as secondary in the case of the
absence of norm resulting from the law [47].

However, in practice, it is noticed that the decisions already
uttered are increasingly used as references in the decision in
the trial. The search for the decisions already taken is a crucial
stage of the judicial process in any country. The legal advisors
are responsible for the research on the internet/intranet, con-
suming time to study the lawsuit and verifying of the judicial
decisions similar to the current one through the text search.
This search depends on employee interpretation, and available
database structuring, which can result in information accuracy
and retrieval quality problems. This search directly influences the
draft decision forwarded to the judge to study and deliver the
verdict [29].

In the face of the growth of legal demands, it is important to
produce fast database mechanisms, automatic and intelligent to
search, filter, classify, and choose the information, aggregating to
improve search mechanisms. These automated solutions demand
less human actions in the research process. Fawei et al. [7] de-
scribe an initial attempt to model and implement the automatic
application of legal knowledge using a rule-based approach. It
presents ontology as a promising method in the judiciary, ap-
plied in knowledge management where ontological elements are
associated with legal rules.

Calambás et al. [8] use the ontology in the judicial area, being
constructed a semantic relation of the base of lawsuit decisions
uttered. Authors present progress in system development using
natural language processing technology and clustering to opti-
mize the recovery process and analysis of the bases of judicial de-
cisions. Zhang et al. [9] discuss the difficulties encountered in the
construction of Chinese lawsuit text classification. The authors
argue that the challenges lie in the classification and the orga-
nization of data in the Chinese judicial system. There are three
obstacles to the Chinese judicial system: (i) ambiguity of lawsuit
language, (ii) deficiency in the inference of judicial decisions, and
(iii) limited role of the lawsuit in China. The authors state that,
based on these difficulties, the proposed judicial classification
is the mixture between normative documents and lawsuits. Be-
cause it is a conceptual work, the results focus on presenting the
challenges for the construction of judicial taxonomy.

Ni et al. [4] continue the work in Zhang et al. [9], creating
the information retrieval system based on judicial precedents and

lawsuits. The system allows recovering judgments and norms

4

by relevance. The methodology used supports logical reason-
ing and incorporates a hierarchical structure. In addition to the
ontological contribution generated, the authors say that they
can improve the accuracy metrics in information retrieval us-
ing genetic algorithms integrated with the K -Nearest Neighbor
(K -nn).

Wu and Zhang [11] propose an electronic evidence analy-
sis model based on Chinese criminal prosecution data mining.
This work is important in China and other countries because
electronic data is a kind of independent evidence, and it has re-
ceived attention in criminal trials. In this paper, the authors apply
the machine learning method based on rules to find relations
among variables on databases with a large volume of data. An
improved algorithm (ISPO-tree algorithm) is put forward based
on the FP-growth algorithm, and the theoretical proof is given.
The results present an improvement in the time efficiency of data
preprocessing.

Castro et al. [29,30] apply similarity learning among the terms
in text documents in the Judiciary; their results are presented
by precision and recall metrics in data mining. However, this
work does not apply any classification model to demonstrate the
ability to predict new text documents. The authors apply the
term frequency model (tf ) with the Jaccard similarity algorithm,
combining and using terms 2 × 2 to mine data using the SQL
anguage, obtaining the best result: 64% in precision and 63% in
he recall, in the model named hybrid. Castro et al. [32] apply
imilarity-learning to lawsuits to group them. With the unifi-
ation of the processes in clusters and the integration of this
olution with the government system, it was possible to inform
he lawsuits that have similarities in fact and legal thesis, alerting
nd facilitating the analysis by the judge [32].

.1. Environment for case study: unstructured data from the depart-
ent of justice

In the world, there is no standard of the functioning of the
udiciary, and each country has established its way of judging and
tructuring its judiciary. Some countries prioritize laws in codes,
hile other recurring decisions override laws in codes. In the first
ase, countries are known as Civil Law, while in the latter, they
re known as Common Law [48,49]. Mandal et al. [37] claim that
ne of the most followed legal systems globally is the Common
aw System. Mandal et al. [37] keep claiming that it is followed by
ne-third of the world’s population in several countries, including
ndia, Australia, the USA, and the United Kingdom.

In Brazil, the judiciary is one of the three pillars that controls
nd organizes its democratic society, being responsible for enforc-
ng the laws in the country, becoming the guardian of the rules,
hich establish the relationship between people [50]. According
o the National Council of Justice in Kim and Toffoli [51], the
udiciary in Brazil ends the year 2018 with more than 80 million
awsuits in progress. A Fig. 1, adapted from Kim and Toffoli [51],
hows the lawsuit stock increased to the previous year, and it is
ncreasing year by year [52,53].

Fig. 1 shows that the judiciary is unable to reduce pending
ourt cases. The judiciary needs to increase the number of judges
nd their advisers or construct software tools capable of speeding
p the procedures for judging and filing lawsuits. This work is
rying to use artificial intelligence software to help in this sce-
ario. Judging the lawsuits, the Departments of Justice manages
o reduce this large volume shown in Fig. 1.

The documents used in this research are texts of a judg-
ent of judges, known as decisions. They are unstructured doc-
ments rich in information, integrating generated facts and ap-
lied laws [29,30,32,33]. Judicial decisions have no standards
r structures; they are linked only to the type of lawsuits that
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s in progress, like (i) contract, (ii) family, (iii) car accident,
iv) drugs, (v) medical malpractice, (vi) crime, (vii) product liabil-
ty, (viii) workers’ compensation and others. Using data mining
echniques that allow us to classify situations and facts, creating
redictive connections in new cases when recognized, allowing
atch judgment to help accelerate the Department of Justice’s
rogress is an option for computing application [29,30].

.2. Quantitative model in information retrieve

Information retrieval is responsible for handling and retriev-
ng data objects such as text, images, sounds, and so on. Moo-
rs [54], Almeida [55], Delicato et al. [56], and others describe and
volve information retrieval (IR), making it more sophisticated
nd interactive.
The objective of IR is to find and present the correct informa-

ion, from the contents of the document to the user, satisfying
heir need in the search expression. The search engine is the
ost relevant point in retrieving the information, and it compares

he query of the users/systems with the corpus. Most of the
earch engines are quantitative, based on logic, statistics, and set
heory disciplines. Boughanem et al. [57] state that quantitative
odels have boosted the development of information retrieval
ystems, including (i) booleans, (ii) vector, (iii) probabilistic, and
iv) clustering. The efficiency of the IR system is directly linked
o the applied model. These IR models are also known as search
ngines.
The quantitative models used in information retrieval can as-

ociate weights in terms of indexing and search expression. These
eights calculate the degree of similarity between search ex-
ressions established by the user for each document or between
ocuments. Thus, it is possible to obtain documents ordered by
egree of similarity based on search expression [58,59].
The term is the word that represents the concept or mean-

ng present in the document. Identifying the relevance of the
erm in the description of the document’s content is an onerous
ask [58,59]. The weight calculation is an important aspect, and
t can be applied in several ways, as described by Salton and
cGill [60], Salton [61], Ponte and Croft [58,59]. Well-known

eature weighting schemes are extensively researched and ap-
lied, as term frequency (tf ), term frequency-inverse document
requency (tf-idf ), and Okapi best matching 25 (BM25) [31].

The corpus is commonly represented by a matrix with vari-
ous documents and indexing terms. In the matrix, the informa-
tion can be retrieved through the similarity calculation, where
it is intended to quantify the similarity of content between two
5

documents or between the search expression and each of the
documents in the corpus. Some traditional models for calcu-
lating similarity are: (i) Jaccard model; (ii) the cosine model;
(iii) coefficient of Dice, and (iv) other [62].

The Jaccard Sϑ similarity is a metric used in statistics. It returns
values in the range [0 1], being indicated to compare significant
volumes of documents and terms, as in the case of Big Data.
accard’s expression measures the similarity relation between
ocuments D1 and D2 and is given by:

ϑ (D1,D2) =

n∑
j=1

(w1,j · w2,j)

n∑
j=1

(w1,j)2 +

n∑
j=1

(w2,j)2 −

n∑
j=1

(w1,j · w2,j)

(1)

where w1,j is the weight of the jth term of document D1 and
w2,j is the weight of the jth term of document D2. The result
f the expression (1) is presented in percentage of similarity of
ocument D1 with document D2.

. Methodology

The methodology developed in this paper has the main object
f providing celerity in the judgments of the judicial proceedings
ecause it identifies and classifies the received lawsuits, allow-
ng connection with cases already judged. The method proposed
ollaborates with researches in the field of machine learning in
ext classification because it innovates in two aspects: (a) solve
he limitation of the model tf-idf presented by Agarwal et al. [12]
nd Seo et al. [13], given that the application of the Jaccard
imilarity, jointly with the tf-idf, can relate the co-occurrence of
he terms in the documents and (b) it softens the non-linearity
f the similar terms in different categories of documents. The
tages of being implemented are: (i) feature extraction from a
igned judicial document; (ii) preprocessing to remove HTML tags
nd unnecessary features; (iii) separation of terms by a term
requency–inverse document frequency model (tf-idf ); (iv) ap-
lication of the similarity metric in (3) to find combined terms,
wo by two, and choose the weight; (v) creation of binary and
requency vectors and (vi) supervised training of classification
odels. The flow constructed to apply the proposed methodology

s illustrated in Fig. 2.
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Fig. 2. Overview of applied methodology.
w

.1. Feature extraction from signed judicial document

The first phase of the methodology consists of preparing the
ocuments for the preprocessing phase. The electronic lawsuit
ocuments are signed using a digital certificate and are stored
n the database in a blob format, in binary type. At this stage, it
s necessary to remove the digital signature from the documents
nd transform them into the ascii text format, in utf-8. The
esulting after conversion is HTML ascii format.

.2. Preprocessing of extracted features from judicial document

In the context in which the universe of unstructured docu-
ents D of the court of justice is inserted, it is necessary to apply
reprocessing phase since there are countless terms, HTML tags
hat are not necessary and may interfere with the methodology.
he text documents used are judgments delivered by judges of
he Court of Justice in 2016. After removing the signatures and
ransforming them from binary to HTML format, 8,734 judgments
n text documents are preprocessed.

Preprocessing is performed using routines built in the Python
anguage with NLTK library and the Ruby language. However,
o specific libraries were found in Python or Ruby that imple-
ented cleaning, normalization, stemming, and stopwords for

exts judged in Portuguese. These libraries were made available
n Github1, under GNU General Public License v 3.0, and on Code

Ocean2 aiming to share them in the new research.

• HTML parser/remove: after feature extraction from the
signed judicial document, the document is converted to
HTML format. In this step, it is necessary to eliminate langu-
age-specific tags from HTML format.

• Cleaning: it is usual in all judgments documents to in-
clude special characters, like ampersand; double quotes; left
and right single quotation; ordinal indicator; section sign;
vertical bar; semicolon; brace; bracket; hyphen, and others.

1 https://github.com/apcastrojr/court_of_law_pre_processing.
2 https://doi.org/10.24433/CO.3115967.v1.
6

• Normalization: in normalization, all words are placed in
lowercase, the accents are removed, characters like ç are
placed as the letter c. Words with the same meaning are also
treated in this normalization phase, such as pharmacy and
drugstore. This solution was implemented by the authors
and is available on Github.

• Stemming: stemming reduce inflected or derived words to
their base. Several Latin words are found in the judgment
texts. At first, a module was developed to convert Latin into
Portuguese, but it became clear after the first simulations
that it was unnecessary. The similarity learning technique
aims to find situations of combined words that allow classi-
fying texts, so words in Latin can be helpful in this process.
So, the conversion of Latin to Portuguese module was no
longer used.

• Stopwords: stopwords remove all articles, prepositions, con-
junctions without meanings, words with no semantic mean-
ing to the text, include in this preprocessing common words
in the area of Law that are not relevant for the context.

• Vectorization: vectorization transforms the text into a vec-
tor of words. Each document was transformed into a vector
of combined words. Since this step occurred after several
others during preprocessing, the vector is now ready to be
used by the algorithm in Fig. 3. The repeated words were
kept inside the vector.

Fig. 3 illustrates the algorithm of the proposed model.

3.3. Separation of terms by frequency–inverse document frequency

In the corpus of unstructured text documents of the same
category (D), a matrix of document × terms is structured, and tf-
idf model calculates the weights of the terms in the documents.
The weights found for each of the terms in each document is
added to arrive at the total weight of each term in all documents,
given by:

Wti (ti) =

m∑
i=1

(pti ) (2)

here m is the total document in D, pti is the weight of the term

ti in document Di and i = 1, 2, . . . ,m. The results of calculating

https://github.com/apcastrojr/court_of_law_pre_processing
https://doi.org/10.24433/CO.3115967.v1
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he weights in (2) for terms are used to identify n terms with the
ighest Wti . These n terms are used in the similarity-learning for
ombined terms phase. To calculate the weight ti, it is used term
frequency–inverse document frequency (tf-idf ). For the compar-
ative purpose of the tf-idf model, it is also applied to the Okapi
M25, which is a model traditionally known and applied to the
onstructions of weights in the terms.

.4. Modified similarity-learning technique for weight construction

A different way of applying the similarity in (1) is presented
n this article to generate knowledge and identity to the corpus.
he similarity technique will not be used to compare documents,
1 and D2, or compare search expressions and documents. It will
e applied to find similarities between n terms, t1 and t2, in all
ext documents D in a database for a certain category. The n
erms used are those that had the highest Wti found by tf-idf
odel. The Jaccard expression in (1) is altered to construct the

elationship between the terms or combined terms. The altered
accard expression Sα , is given by:

α(t1, t2) =

m∑
i=1

(wi,1 · wi,2)

m∑
i=1

[(wi,1)2 + (wi,2)2] −

m∑
i=1

(wi,1 · wi,2)

(3)

In (3), the similarity between the terms t1 and t2 is calcu-
ated on all documents in the corpus D, for the same category,
here t1 is the first term and t2 is the second term, wi,1 is the

requency–inverse document frequency of the term t1 in the ith
ocument, and wi,2 is the frequency–inverse document frequency
f the term t2 in the ith document. This process is repeated by
alculating the similarity between all n terms tj = t1, t2, . . . , tn.
After calculating combinations in all n terms and all m doc-

ments in D, it is possible to infer the similarity relation of the
erms in the corpus of a specific category, as set out in Table 1,
hich considers the relationship is automatically constructed
etween the terms t1 and t2. In (3) is constructed to calculate the
imilarity between two terms (2 × 2), but this expression can
e generalized to perform the calculation by combining several
erms (n × n).
7

Table 1
Relationship between terms built automatically, co-occurrence between the
terms given by Sα(3).

t1 t2 t3 · · · tn
t1 – Sα(t1, t2) Sα(t1, t3) · · · Sα(t1, tn)
t2 Sα(t2, t1) – Sα(t2, t3) · · · Sα(t2, tn)
t3 Sα(t3, t1) Sα(t3, t2) – · · · Sα(t3, tn)
.
.
.

.

.

.
.
.
.

.

.

.
. . .

.

.

.

tn Sα(tn, t1) Sα(tn, t2) Sα(tn, t3) · · · –

Table 1 is the matrix that represents the knowledge extracted
from the corpus D of the same category. It is observed that this
atrix has the main diagonal null and that the values above

he main diagonal are identical to the values below the main
iagonal. The result of the application of this methodology creates
he relationship between terms, generating the digital fingerprint
f the corpus for a specific lawsuit category. This same computa-

tional procedure can be implemented for any corpus, constructing
the understanding in the relations between combined terms and
corpus D. This built-in fingerprint is used for supervised training
of classification models.

3.5. Supervised training and classification models

After establishing the knowledge of the corpus, two types of
vectors for combined terms found by the percentage of similarity
given by (3) are used in two supervised training approaches for
classification models: binary and frequency. The objective is to
analyze which of the two vectors is better for supervised training.
Thus, each court document is represented by a vector. Each field
in a vector is represented by a combined term (2 × 2), generating
two vector approaches: (i) binary vector and (ii) frequency vector.
In the binary vector approach, if the court document has the
combined terms in its content, the field in a vector receives one,
otherwise zero. If the court document has combined terms in
your content in the frequency vector approach, the value of the
lowest frequency of one of the double terms is inserted in the
field in a vector, otherwise zero. Then, a vector is the fingerprint

of one court text document.
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Fig. 4. Summary of the methodological approach with datasets and applied technologies.
This vector is the input to the classifications models. The num-
er of fields in a vector is the same number of combined terms
ith the coefficient of ≥ 50%, found out by similarity-learning

expression in (3). In this work, nine classification technologies
are used and compared. They are random forest, multilayer per-
ceptron with backpropagation neural network (MLPNN), adaptive
boosting, gradient boosting, Gaussian process, support vector ma-
chine, Naive Bayes, k-nearest neighbors and decision trees. The
objective is to verify which approach is best suited. The algorithm
is shown in Fig. 3 is used in the Big Data of court judgments
of a given category, generating the vectors of the most frequent
combination of terms. The objective of applying the similarity
coefficient of ≥ 50% is to reduce or avoid the repetition of
possible terms combined in different categories of documents to
smooth out the non-linearity of the problem.

3.6. Summary of the methodological approach

Fig. 4 provides a graphical summary of the methodological
approach for a better understanding of the technologies used in
the simulations.

4. Results

In this paper, the computational routine was constructed by
using Ruby-on-rails and Python languages. The weighting con-
struction using tf-idf, similarity-learning expression, and datasets
onstruction were developed in Ruby-on-Rail. The dataset im-
orts and classification models were developed in Python. The
f-idf-similarity ruby gem is used to implement term

frequency-inverse document frequency (tf-idf ). The similarity-
learning using Jaccard in (3) was built by the authors using
Ruby-on-Rails. The Scikit-learn package is used to implement text
classifications: random forest, multilayer perceptron with back-
propagation neural network (MLPNN), adaptive boosting (Ad-
aBoost), gradient boosting, Gaussian process, support vector ma-
chine (SVM), Naive Bayes, k-nearest neighbors and decision trees.

4.1. Import and store unstructured data

It was necessary to study and understand the modeling of
the Department of Justice system in the central region of Brazil,
the state of Goias, and plan the integration to obtain judges’
judgments. Judgments are linked in the system to the categories
8

Table 2
Categories of lawsuits and amount of documents imported.
Categories Amount

Contracts 1,948
Possessory 774
Family 838
Pension 5,174

of lawsuits registered. Four categories of lawsuits were chosen to
carry out the experiments: (i) contract; (ii) possessory; (iii) fam-
ily, and (iv) pension. The unstructured data was stored as signed
documents, in binary format, in a proprietary database. It was
necessary to remove the signatures and transform them from
binary to HTML ascii format, in utf-8. After the transformation,
the HTML documents were imported into the free database, Post-
greSQL. It was imported for simulations 8,734 HTML documents,
distributed as shown in Table 2.

4.2. Applying tf-idf and similarity-learning for combined terms in
contract category

A corpus of 1,948 court decision documents of contract cat-
egory are separated and applied Step 1 and Step 2, as shown
in an algorithm in Fig. 3. Ten terms, n = 10, with higher tf-idf
in contract category text documents are separated, disregarding
common terms in preprocessing. With the terms of highest tf-idf
incidence, a term × term matrix is structured (Step 3 in Fig. 3)
using (3). With the automatic co-occurrence between terms cre-
ated, the combined terms with a similarity coefficient of ≥ 50%
are used to identify contract category documents (Step 4 in Fig. 3),
as shown in Tables 3 and 4. The same process is applied to other
categories: possessory, family and pension.

4.3. Applying tf-idf and similarity-learning for combined terms in all
category

The same processing performed in Section 4.2 for a category
of contracts is applied to all other categories shown in Table 2.
Step 1 and Step 2 of the algorithm illustrated in Fig. 3 are applied,
resulting in the terms with the highest weight, found by the
tf-idf method. The number of terms was fixed at ten, with the
highest weight for each category, i.e., n = 10, to standardize the
calculations in this article. Table 5 shows 40 terms found by the
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Table 3
Court decisions indexations terms - similarity matrix 1/2.

interest contract review billing payment

interest - 0.85 0.37 0.68 0.39
contract 0.85 - 0.48 0.67 0.49
review 0.37 0.48 - 0.51 0.65
billing 0.68 0.67 0.51 - 0.52
payment 0.39 0.49 0.65 0.52 -
capitalization 0.79 0.71 0.48 0.78 0.5
value 0.47 0.61 0.66 0.54 0.69
rate 0.83 0.74 0.41 0.76 0.41
clauses 0.53 0.63 0.68 0.67 0.62
credit 0.49 0.55 0.63 0.65 0.62

Table 4
Court decisions indexations terms - similarity matrix 2/2.

capitalization value rate clauses credit

interest 0.79 0.47 0.83 0.53 0.49
contract 0.71 0.61 0.74 0.63 0.55
review 0.48 0.66 0.41 0.68 0.63
billing 0.78 0.54 0.76 0.67 0.65
payment 0.5 0.69 0.41 0.62 0.62
capitalization - 0.52 0.76 0.69 0.6
value 0.52 - 0.47 0.63 0.63
rate 0.76 0.47 - 0.58 0.53
clauses 0.69 0.63 0.58 - 0.65
credit 0.6 0.63 0.53 0.65 -

tf-idf weight models, with n = 10 in each of the four document
ategories.
After applying the tf-idf method, equal terms in different cate-

ories were found, making the problem nonlinear. In Table 5, we
ave the following terms: (i) value found in the categories con-

tract, possessory, and family; (ii) contract found in the contract
nd possessory categories; (iii) deadline found in the categories
ossessory, family, and pension; (iv) own found in the cate-
ories possessory and family; (v) proof found in the possessory
nd pension categories and (vi) benefit found in the family and
ension categories. In percentage terms, we have the possessory
ategory, 50% of the terms are also in the other categories. In
he same analysis, we have that 40% of the terms in the family
ategory are also in the other categories, 30% of the pension
ategory terms are also used in the other categories and 20%
f the contract category terms are used in the other categories.
able 6 shows the repeated terms found and the number of
epetitions.

After finding the terms with the highest weights, the Step 3
nd Step 4 of the algorithm presented in Fig. 3 are applied.
sing the similarity-learning in (3) method for combined n = 10
erms, 2 × 2, the number of terms combined with coefficient of
50% is disposed in Table 7. The purpose of using the similarity

oefficient of ≥ 50% is to identify and use a high degree of
elationship between the terms of the corpus and to smooth the
on-linearity, i.e., to make the problem linear for the terms in
he document categories. Table 5 shows common terms between
ifferent categories of documents, such as own, value, deadline,
enefit, contract, and others. These common terms found in dif-
erent categories make the problem non-linear. However, with
he application of (3), the problem becomes linear, as it can
e seen in Table 7, there are no combined terms repeated in
ifferent categories of documents. This methodology reduces the
rocessing time in training the classification methods and the
orecasting time for new documents. This knowledge is used to

rain the classification models of this work.

9

.4. Training approaches and classification models

Following the methodology stamped in Fig. 3, the combined
erms found by (3), in term × term matrix with similarity coef-
icient greater than 50% are used in the supervision of training
lassification methods. These combined terms are shown in Ta-
le 7. In this scenario, the court of a law text document is
epresented by a vector. Each field in a vector is represented by a
ombined term. This vector is the input to the text classification
odels. The number of fields in a vector is the same number of
ombined terms discovered by similarity-learning applied. The
ombined terms shown in Table 7 are transformed into a vec-
or, depending on whether or not the court document has the
ombined terms in its content.
Two dataset approaches are generated to verify the best train-

ng suite: binary vector or frequency vector. For generating the
ataset, the documents of each category indicated in Table 2
re randomly separated. The complete training dataset consists
f 1,619 documents, divided between the categories of contract,
ossessory, family, and pension, as shown in Table 8. To separate
he dataset with a binary vector, if the term combination exists
n the text document, the vector field is set to one, otherwise
ero. To separate the dataset with frequency vector, if there is a
ombination of terms within the document, the frequency of the
wo terms within the document is counted, the lowest frequency
etween the two combined terms is inserted in the vector field. If
he two terms of the combination do not exist in the document,
he vector field is defined as zero.

First, supervised training is carried out with the binary dataset,
nd the results are evaluated on a test basis containing 200
ocuments, of which 50 are from each category. After obtaining
he results, new supervised training is carried out with the fre-
uency dataset of the combined terms. The results are evaluated
n a test basis containing the same 200 documents. These 200
est documents are different from the 1,619 training documents.
or supervised training, nine text classification models are used:
i) MLP neural networks; (ii) Random Forest; (iii) Gradient Boost-
ng; (iv) Adaptive Boosting; (v) Gaussian Process, (vi) Support
ector Machine, (vii) Naive Bayes; (viii) k-nearest neighbors and

(ix) Decision Trees. The Python scikit-learn framework is used to
implement these methods.

The sklearn.neural_network library was used in Python
anguage to implement MLP neural network classifier. For the
LPClassifier()method of the MLPClassifier class, the fol-

lowing parameters are used: activation= ’logistic’, solver
=’lbfgs’, alpha=1e-5, hidden_layer_sizes=(100,50),
random_state=1, max_iter=300. The sklearn.ensemble li-
brary was used in Python language to implement Random Forest,
AdaBoost and Gradient Tree Boosting classifiers. For the Random-
ForestClassifier(), AdaBoostClassi- fier() and Gra-
dientBoostingClassifier() methods, respectively of the
RandomForestClassifier, AdaBoostClassifier and
GradientBoosting- Classifier classes, was used n_esti
mator=300 as a parameter. The sklearn .gaussian_process
library was used in Python language to implement Gaussian
Process Classification (GPC). For the GaussianProcessClas-
sifier() method of the GaussianProcessClassifier class,
was used max_iter_pre- dict=300 as a parameter. The
sklearn.svm library was used in Python language to implement
Support Vector Machines classification (SVM). For the SVC()
method of the SVC class, was used max_iter=300 as a parame-
ter. For the DecisionTreeClassifier() and GaussianNB()
methods, respectively of the tree, GaussianNB classes, their
default parameters are used. For the KNeighborsClassifier()
method of the KNeighborsCla- ssifier class, the
n_neighbors=3 parameter is used.
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Table 5
Terms found by tf-idf models in corpus reported in the Table 2 (Step 1 and Step 2 in Fig. 3).
Categories Terms found by tf-idf weight constructions

Contract contract, interest, rate, value, capitalization,
billing, review, payment, clauses, credit

Possessory possess, reintegration, deadline, own,
ownership, form, mortgage, proof, contract,
value

Family divorce, deadline, own, foods, agreement,
assistance, benefit, value, guardianship,
litigious

Pension benefit, deadline, inss*, federal, countryside,
concession, proof, national, retirement, age

* National Institute of Social Security.
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Table 6
Non-linearity of terms found in different categories in Table 5.
Repeated terms Number of repetitions

contract, own, proof, benefit 2
value, deadline 3

All classification methods used in the evaluation were con-
igured to use the same value, iterations = 300. The number of
terations equal to 300 standardizes supervised training across all
lassification models. The classifier software, training, and tests
atasets are available on GitHub,3 under GNU General Public
icense v 3.0. The objective is to analyze which of the classifica-
ion models is the most suitable for the similarity method of the
ombined terms and the weighting models applied in the corpus
f the Court of Justice. Accuracy, f-measure, precision, and recall
re used to measure the best methods used.

.5. Accuracy, f-measure, precision, and recall results

This evaluation process needs to combine two types of training
atasets, binary, and frequency, with nine classification models,
enerating eighteen different results for each evaluation metric.
s four evaluation metrics are used, this section presents seventy-
wo results. The tests’ results are shown in Fig. 5, Fig. 6, Fig. 7, and
ig. 8 for the evaluation metrics: accuracy, f-measure, precision,
nd recall. In each figure, the results are presented by comparing
he binary and frequency datasets classification results. For the
lassification tests, 200 judicial documents were used.
The datasets represent the knowledge extracted from the cor-

us of the four categories of unstructured text documents of the
ourt of justice. For knowledge generation, the terms with the
ighest tf-idf weights were separated first. With the n = 10 terms
ith the highest tf-idf, they were combined 2 × 2 using Jaccard’s
imilarity in (3). Terms combined with a coefficient greater than
0% are used for training.
The results presented in Fig. 5, Fig. 6, Fig. 7, and Fig. 8 show

he capacity of the weight building methodology applied in this
rticle to represent the documents, reaching the result of 85% as
he best result in accuracy and recall, 85.6% as the best result in
-measure and 88.5% as best result in precision, with the MLP
eural network classification model using frequency dataset for
raining. The most significant values in the accuracy, f-measure,
nd recall metrics in the binary dataset are from the SVM model.
owever, in the precision metric, the highest value was the
aive Bayes. The results presented in Fig. 6 show the harmonic
ean between precision and recall, reinforces the accuracy values
btained in Fig. 5, demonstrating the relevance of the proposed
ethod. The average processing time was 23 s for supervised

earning and prediction of the nine classification models and
atasets used. The longest processing time was for the AdaBoost
lgorithm, with 31 s.

3 https://github.com/apcastrojr/court_of_law_datasets_and_text_classifiers2.
10
4.6. Comparison of results with other work

Abualigah et al. [34] present and assess algorithms used to
solve the problem of text classification and grouping, use corpus
from text documents freely available at the University of São
Paulo (USP), institute of mathematics and computer sciences.4
The same corpus of text documents used and assessed in Abuali-
gah et al. [34], named DS1 and DS2, is used in this paper. The goal
is to compare the results of the metrics of accuracy, f-measure,
precision, and recall obtained by the algorithms Harmony Search
(HS) Algorithm, Genetic Algorithm (GA), Particle Swarm Opti-
mization (PSO), Ant Colony Optimization (ACO), Krill Herd Algo-
rithm (KHA), Cuckoo Search (CS) Algorithm, Gray Wolf Optimizer
(GWO), Bat-inspired Algorithm (BA), and k-means technique in
the study of Abualigah et al. [34], with the algorithms Random
Forest (RF), MultiLayer Perceptron Neural Network (MLPNN), Gra-
dient Boosting (GB), Adaptive Boosting (AB), Gaussian Process
(GP), Support Vector Machine (SVM), Naive Bayes (NB), k-nearest
eighbors (KNN), Decision Trees (DT), utilized in this article.
able 9 shows the used datasets in the experiments.
Fig. 9 shows the comparative results between the metrics

f accuracy, f-measure, precision, and recall obtained in this
aper and Abualigah et al. [34] for the DS1 dataset. Fig. 10
hows the comparative results between the metrics of accu-
acy, f-measure, precision, and recall obtained in this paper and
bualigah et al. [34] for the DS2 dataset. In Fig. 9, for the DS1
ataset, it is noticed that the proposed method in this paper
btains better results than the one from Abualigah et al. [34].
n Fig. 10, for the DS2 dataset, excluding the GWO algorithm,
hich presents results similar to the ones from this paper, all
he other algorithms in Abualigah et al. [34] had values in the
ssessment metrics lower than the ones presented in this study.
n the general analysis of the assessment metrics from Fig. 9,
S1 dataset, the algorithms MLPNN and NB in this study present
etter results. In the overview of the assessment metrics from
ig. 10, the DS2 dataset, the GWO in the study of Abualigah
t al. [34], and MLPNN in the model proposed in this study
resent better results. Analyzing only the metric of precision, in
ig. 10, DS2 dataset, the algorithm GP in this study presents the
est result among all the other algorithms.
Table 10, Table 11, Table 12, and Table 13 present the best re-

ults applying the method proposed in this study. Table 10 shows
he results of the accuracy metric, Table 11 shows the results of
he f-measure metric, Table 12 shows the results of the precision
etric, and Table 13 the ones of recall metric. The source code
f the programs, the datasets, and the text documents used are
vailable on Github,5 under GNU General Public License v 3.0, and
n Code Ocean6 aiming to share them in the new research.

4 http://sites.labic.icmc.usp.br/text_collections/.
5 https://github.com/apcastrojr/text_documents_ds1_ds2_to_compare.
6 https://doi.org/10.24433/CO.5422851.v1.

https://github.com/apcastrojr/court_of_law_datasets_and_text_classifiers2
http://sites.labic.icmc.usp.br/text_collections/
https://github.com/apcastrojr/text_documents_ds1_ds2_to_compare
https://doi.org/10.24433/CO.5422851.v1
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Table 7
Combined terms found by tf-idf and similarity (3) with a coefficient of ≥ 50% (Step 3 and Step 4 in Fig. 3), makes the problem
linear.
Categories Combined terms found by tf-idf and altered Jaccard in (3)

Contract

interest-contract, interest-billing, interest-capitalization, interest-rate,
interest-clauses, contract-billing, contract-capitalization, contract-value,
contract-rate, contract-clauses, contract-credit, review-billing, review-payment,
review-value, review-clauses, review-credit, billing-payment, billing-capitalization,
billing-value, billing-rate, billing-clauses, billing-credit, payment-capitalization,
payment-value, payment-clauses, payment-credit, capitalization-value,
capitalization-rate, capitalization-clauses, capitalization-credit,
value-clauses, value-credit, rate-clauses, rate-credit, clauses-credit

Possessory reintegration-mortgage, reintegration-own, possess-mortgage, possess-ownership,
possess-own, possess-reintegration

Family own-foods, divorce-agreement, divorce-own, assistance-benefit

Pension

inss*-federal, benefit-national, benefit-countryside, benefit-age,
deadline-inss, concession-national, proof-retirement, benefit-proof, concession-proof,
inss-retirement, countryside-proof, concession-retirement, inss-concession,
countryside-retirement, benefit-retirement, retirement-age, benefit-inss,
inss-national, benefit-concession, countryside-age

* National Institute of Social Security.
Fig. 5. Comparison of accuracy results using binary and frequency dataset.
Fig. 6. Comparison of f-measure results using binary and frequency dataset.
Analyzing the origin of the corpus DS1 and DS2 informed in
able 9, it is noticed that to the technical documents, like the ones
rom the DS1 dataset (Technical Reports), the proposed method is
etter than the one applied in Abualigah et al. [34], in comparison
11
to the generic documents, like the ones from the DS2 dataset
(Web Pages). Since the documents’ nature in which the research
in this paper is inserted has a technical character, for it is related
to judgments from the Court of Justice, respecting governmental
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Fig. 7. Comparison of precision results using binary and frequency dataset.

Fig. 8. Comparison of recall results using binary and frequency dataset.

Fig. 9. Comparison of accuracy, f-measure, precision and recall metrics between Abualigah et al. [34] article and this work for DS1 dataset.

12
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r

Fig. 10. Comparison of accuracy, f-measure, precision and recall metrics between Abualigah et al. [34] article and this work for DS2 dataset.
Table 8
Categories of lawsuits and amount of documents randomly
separated for training.
Categories Amount

Contracts 440
Possessory 371
Family 368
Pension 440

Table 9
Corpus used in the experiments.
Datasets Number of Documents Categories Sources

DS1 299 4 Technical Reports*
DS2 333 4 Web Page∗

*Abualigah et al. [34].

laws and standards to solve the population problems, the com-
parison with Abualigah et al. [34] reinforces the proposed method
in this study and its application in the production environment,
through API.

4.7. Apply Okapi BM25 instead of tf-idf and compare results

In the method proposed in this study, the tf-idf model is
eplaced by the Okapi BM25 (BM25) in the identification of the
terms. Table 14 presents the found terms applying the model
BM25, step 1, and step 2 of the algorithm illustrated in Fig. 3 to the
same corpus, presented in Table 2. Table 15 shows the repeated
terms found through the BM25 model, non-linear problems. Ap-
plying steps 3 and 4 of the illustrated algorithm in Fig. 3, it is
given in Table 16, the co-occurrence of the terms found through
the application of the similarity in (3), transforming the linear
problem.

The co-occurrence of the found terms, presented in Table 16,
is used in the supervised training for the models of classifica-
tion Random Forest (RF), MultiLayer Perceptron Neural Network
(MLPNN), Gradient Boosting (GB), Adaptive Boosting (AB), Gaus-
sian Process (GP), Support Vector Machine (SVM), Naive Bayes
(NB), k-nearest neighbors (KNN), and Decision Trees (DT). The
same datasets utilized in the tests for the tf-idf model are applied
for the BM25 model, being the results of the metric presented in
13
Table 17. The training and tests datasets using Okapi BM25 model
are available on GitHub,7 under GNU General Public License v 3.0.

It is noticed in the results that the tf-idf model presents better
values in the assessment metrics in comparison to the model
Okapi BM25, Fig. 11. Therefore, it reinforces the use of the tf-idf
model with the Jaccard similarity in (3), in the implementation of
the API of integration of the proposed method with the platform
of process management in the Court of Justice.

4.8. Results summary

Fig. 12 shows the results in a summarized form in applying the
method proposed in the text documents of the Court of Justice of
the State of Goias, Brazil. Through the radar plot, it is possible
to check comparatively all 72 results of applying the model and
training to the Court’s document, using a vector with binary
values (radar-plot on the left) and a vector with frequency values
(right) in nine different classification algorithms.

The radar graph in Fig. 12 summarizes the results as (a) the
average of the evaluation metrics was 80%, some cases reaching
almost 90%, which demonstrates the efficiency of the model
proposed in this work, (b) the best results are when super-
vised training is applied with frequency vectors, (c) however,
using the frequency vectors in training, there are more signifi-
cant variations between the results of the metric in classification
algorithms, unlike when binary vectors are used, (d) the achieved
values in the accuracy and recall metrics are close, (e) evaluating
all classification metrics together, for each classification algo-
rithm, the best classifier found is MLPNN, with results close to
90%.

4.9. Implementation of the integration API

In order for the solution to be effective in practice, in the
day-to-day activities of the Department of Justice, it is neces-
sary to implement a solution that allows notifying the Judges
when the method predicts new lawsuits in categories: (i) con-
tract; (ii) possessory; (iii) family and (iv) pension. The electronic
lawsuits software system used in the Department of Justice is
known by the name of Projudi. The Projudi tool controls and

7 https://github.com/apcastrojr/court_of_law_datasets_and_text_classifiers2.

https://github.com/apcastrojr/court_of_law_datasets_and_text_classifiers2
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Table 10
The results of the comparative methods in terms of accuracy measure.
Dataset Type RF MLP GB AB GP SVM NB KNN DT

DS1 Binary 0.6724 0.6897 0.6724 0.6724 0.6552 0.6724 0.6897 0.6552 0.6724
Frequency 0.6552 0.6724 0.6552 0.6724 0.6552 0.6724 0.6897 0.5517 0.6379

DS2 Binary 0.8103 0.7931 0.7931 0.7759 0.8103 0.7931 0.7414 0.6379 0.8103
Frequency 0.8103 0.8276 0.8103 0.7931 0.8103 0.5345 0.7241 0.6724 0.8103
Table 11
The results of the comparative methods in terms of f-measure measure.
Dataset Type RF MLP GB AB GP SVM NB KNN DT

DS1 Binary 0.6584 0.6752 0.6584 0.6584 0.6367 0.6568 0.6736 0.6252 0.6584
Frequency 0.6360 0.6526 0.6360 0.6584 0.6360 0.6584 0.6691 0.4965 0.6144

DS2 Binary 0.7805 0.7674 0.7674 0.7393 0.7590 0.7474 0.7310 0.5677 0.7805
Frequency 0.7773 0.8193 0.7928 0.7674 0.7773 0.4040 0.7163 0.6239 0.7928
Table 12
The results of the comparative methods in terms of precision measure.
Dataset Type RF MLP GB AB GP SVM NB KNN DT

DS1 Binary 0.7555 0.7618 0.7555 0.7555 0.7248 0.7312 0.7411 0.7430 0.7555
Frequency 0.7446 0.7507 0.7446 0.7555 0.7446 0.7555 0.7603 0.8051 0.7188

DS2 Binary 0.8271 0.7947 0.7947 0.7574 0.8752 0.7790 0.8172 0.6587 0.8271
Frequency 0.8169 0.8514 0.8200 0.7947 0.8169 0.3624 0.7826 0.7679 0.8200
Table 13
The results of the comparative methods in terms of recall measure.
Dataset Type RF MLP GB AB GP SVM NB KNN DT

DS1 Binary 0.6724 0.6896 0.6724 0.6724 0.6551 0.6724 0.6896 0.6551 0.6724
Frequency 0.6551 0.6724 0.6551 0.6724 0.6551 0.6724 0.6896 0.5517 0.6379

DS2 Binary 0.8103 0.7931 0.7931 0.7759 0.8103 0.7931 0.7414 0.6379 0.8103
Frequency 0.8103 0.8276 0.8103 0.7931 0.8103 0.5345 0.7241 0.6724 0.8103
Fig. 11. Comparison of accuracy, f-measure, precision, and recall metrics between tf-idf and Okapi BM25 models.
5

a
J
C
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rocesses the lawsuits. Every day, the API implemented takes the
rojudi database, the first document filed in a lawsuit, known as
complaint, and predicts its type. After classifying the lawsuit,

he API informs the result to the Projudi. Thus, the Projudi user
an verify this notice itself. With the notice, the Projudi user will
ecome aware of the cases and take the necessary procedures.
he information appears both on the main screen of the Projudi
nd on the screen of the lawsuit itself.
 t

14
. Discussion

The studies developed in this article are relevant because they
re applied research in a government agency about the Court of
ustice. When there is no peaceful solution to social conflicts, the
ourt of Justice is activated to resolve the divergence, applying
he rules and regulations established in the country. However,
he volume of approximately two million lawsuits under study,
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Fig. 12. Summary of model application and training of nine different classification algorithms: (a) data vector with binary values and (b) data vector with frequency
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Table 14
Terms found by BM25 models in corpus reported in the Table 2 (Step 1 and
tep 2 in Fig. 3).
Categories Terms found by BM25 weight constructions

Contract Contract, value, review, deadline, payment,
own, form, proof, credit, clauses

Possessory Deadline, possess, mortgage, ownership,
contract, area, property, value, concession,
requirements

Family Foods, value, guardianship, proof, deadline,
couple, children, agreement, constitution,
separation

Pension Deadline, countryside, insured, age, proof,
retirement, value, concession, activity, payment

Table 15
Non-linearity of terms found in different categories in Table 14.
Repeated terms Number of repetitions

contract, payment, concession 2
proof 3
value, deadline 4

Table 16
Combined terms found by BM25 and similarity (3) with a coefficient of ≥ 50%
Step 3 and Step 4 in Fig. 3), makes the problem linear.
Categories Combined terms found by BM25 and altered

Jaccard in (3)

Contract Contract-review, contract-clauses,
contract-form, credit-clauses, review-payment,
contract-own, contract-credit, review-form,
Review-own, own-form, contract-proof,
payment-form

Possessory Possess-mortgage, possess-ownership,
concession-requirements ownership-property

Family Foods-children, guardianship-children,
foods-guardianship

Pension Countryside-age, retirement-activity,
value-payment, Insured-retirement,
age-activity, age-retirement,
Countryside-retirement, insured-activity,
proof-activity

with approximately three hundred and eighty judges to judge
them [52] at the Department of Justice in the central region
of Brazil, state of Goias, with an estimated population in 2020
of 7,113,540 people [63], make it difficult to resolve conflicts
quickly. In addition, about four hundred thousand new lawsuits
are received each year [52]. In this context, the application of
artificial intelligence to relate the new lawsuits with the judg-
ments already handed down would become an essential tool
for judges, as they can speed up the judgment, linking related
15
lawsuits already judged and avoiding divergent judgments for
related lawsuits. The API is installed to integrate the proposed
method and is currently working in the Court of Justice.

Simulations have shown that the application of altered Jaccard
in (3), given by Sα , to find similarity in the co-occurrence of terms
can recognition court documents, and it can be applied together
with different text classification models in to predict new types
of lawsuits. From the results presented in Fig. 5, Fig. 6, Fig. 7, and
Fig. 8, summarized in Fig. 12, it is observed that the combination
of traditional weight construction models tf-idf with similarity
Jaccard measure to generate knowledge of the corpus reached
85% in the accuracy and recall, 85.6% in f-measure and 88.5% in
precision in the classification of documents, using MLP neural
network with supervised training with dataset structured by the
frequency vector. These values are significant coefficients because
they refer to unstructured texts. Therefore, demonstrating the
potential of the proposed methodology.

The preprocessing phase is important in this work, mainly
due to the unstructured characteristics of the documents and
the common terms routinely applied in the corpus of the Court
of Justice. The preprocessing for specific terms in this branch of
knowledge was built. Therefore it was possible to develop this
work because, as an inherent difficulty in this research, no specific
libraries were found in Python or Ruby that implemented clean-
ing, normalization, stemming, and stopwords for texts judged
in Portuguese. These libraries were made available on Github8,
nder GNU General Public License v 3.0, and on Code Ocean9 to
hare them in the new research.
In the results presented using binary vectors for training, a

light variation of 5.5% in accuracy and recall, 5.6% in f-measure,
nd 2.6% in precision are observed between the classification
odels used. The lowest value found was 77% in the accuracy
nd recall, 77.6% in f-measure in the k-nn model, while the
ighest value was 82.5% in the accuracy and recall, 83.2% in the
upport Vector Machine (SVM) model. For the precision evalu-
ted, the highest value was 87.7% in Naive Bayes and the lowest
alue was 85.1% in Gradient Boosting, Adaptive Boosting, and
ecision Trees. In the results presented using frequency vectors
or training, there was a more significant variation among the
lassification models used, 18.5% in the accuracy and recall, 18.6%
n f-measure. The lowest value found was 66.5% in the accuracy
nd recall, 67% in f-measure in the Support Vector Machine
SVM) model. In contrast, the highest value found was 85% in the
ccuracy and recall, 85.6% in f-measure and 88.5% in precision
n the Multilayer Perceptron neural network (MLPNN) model.
hrough the results presented, if the vectors are binary, it is
ecommended to apply the SVM model for prediction, and if the

8 https://github.com/apcastrojr/court_of_law_pre_processing.
9 https://codeocean.com/capsule/4399430/tree/v1.

https://github.com/apcastrojr/court_of_law_pre_processing
https://codeocean.com/capsule/4399430/tree/v1
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Table 17
The results metrics of classification methods and Okapi BM25 in conjunction of similarity by (3).
ClassificationMethods Type of Vector Accuracy F-measure Precision Recall

RF Binary 71% 71.86% 80.43% 71%
Frequency 67.5% 68.28% 76.22% 67.5%

MLPNN Binary 71% 71.86% 80.43% 71%
Frequency 68.5% 69.39% 77.28% 68.5%

GB Binary 65% 65.44% 78.18% 65%
Frequency 63% 62.75% 73.62% 63%

AB Binary 59.5% 59.58% 72.06% 59.5%
Frequency 56.5% 56% 73.47% 56.5%

GP Binary 64% 64.24% 77.01% 64%
Frequency 64% 64.42% 75.59% 64%

SVM Binary 69% 69.79% 79.66% 69%
Frequency 58% 59% 73.19% 58%

NB Binary 54% 53.11% 70.01% 54%
Frequency 53.5% 52.38% 74.91% 53.5%

KNN Binary 51.5% 47.96% 70.91% 51.5%
Frequency 55% 52.15% 74.82% 55%

DT Binary 61.5% 61.34% 74.79% 61.5%
Frequency 59% 58.01% 72.98% 59%
(
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vectors are frequency, it is recommended to apply the MLPNN
model for prediction. We do not recommend using the frequency
vector dataset for the SVM model since it did not present good
accuracy, f-measure, and recall results, well below the average
of the other models applied in the studies. However, excluding
the SVM model, it is clear that the frequency vector dataset is
the most advisable to be applied in supervised training, and we
recommend its use in place of the binary vector dataset, mainly
with the MLPNN classification model.

Analyzing the general results of the metrics of accuracy, f-
easure, precision, and recall, it is noticed that the Random
orest, MLPNN, Gradient Boosting, and Decision Trees classifica-
ion models presented better results with frequency vectors. In
ontrast, the Adaptive Boosting, SVM, Naive Bayes classification
odels presented better results with binary vectors. The Gaussian
rocess and k-nn classification models had, practically, the same
esults in both types of vectors. The processing time for super-
ised learning and prediction averaged 23 s for all classification
odels and types of datasets.
To bring reliability to the proposed method, the results of this

ork are compared with recent work by Abualigah et al. [34].
n the results section, two datasets used in Abualigah et al. [34],
elated to Technical Reports and Web Pages, freely available on
nternet, are also used and evaluated in this article as shown in
able 9. In the comparisons, it is observed in Figs. 9 and 10 that
he proposed method in this study presents better results in the
ssessment metrics used, with relevance to datasets related to
echnical documents created by professionals. In these compar-
tive studies, it can be seen in Figs. 9 and 10 that the model
roposed in this article presents better results in classifying tech-
ical text documents than non-technical ones. Considering that
he Court of Justice documents are technical, it reinforces the
ocial and academic benefits of the proposed methods and this
esearch work.

Other recent research works, such as Sulis et al. [36], Mandal
t al. [37], Skrlj et al. [40], Radygin et al. [41], Hausladen et al. [42],
altl et al. [43], and Medvedeva et al. [45], are applying BOW
ith tf-idf in vectorization and classifiers in legal documents.

Although applied to relatively different datasets in law, these
studies present results similar to those obtained by the method
proposed in this article. To summarize the discussion, Table 18
presents the works, datasets used and their countries of ap-
plication, the values achieved by the evaluation metrics used,
the classifiers that presented the best results, the BOW model
16
applied, and the year of publication of the works. Except for
the f-measure metric of 87% in the work of Radygin et al. [41],
the results achieved in this article were higher than the articles
listed in Table 18. However, the result of 85.6% achieved in the f-
measure in this article was very close to the 87% value achieved
by Radygin et al. [41], for the same metric.

Another comparison carried in the result’s section is the re-
placement of the model tf-idf in the construction of the features
vector through the model Okapi BM25. Since they are two models
traditionally applied in the vectorization of terms, according to
Mironczuk and Protasiewicz [64], their comparison becomes rele-
vant in this study. In the results obtained in Fig. 11, it is observed
that the combination of traditional models of representation of
text documents in vectors with the technique of Jaccard similarity
learning, the application of the tf-idf model is better than the
application of the Okapi BM25 model.

Finally, the method proposed in this paper enhanced the tf-idf
model when applied in conjunction with Jaccard’s similarity in
(3), as it solves the limitation reported in the articles of Agarwal
et al. [12], Seo et al. [13], and Li et al. [14] because it can bring the
co-occurrence among the terms of the corpus. The co-occurrence
of the terms found by calculation of similarity, given by Sα in
3), was performed two by two (2 × 2), this combination can be
odified to perform the calculation with larger combinations of

erms and producing more accurate results.
The research is being developed, not limited to the text classi-

ication models applied in this work. Researches with other recent
odels such as convolutional neural networks (CNN) are already
nderway. Studies with other weight construction models, text
mbedding encodings, such as doc2vec and BERT, are also being
arried out.

. Conclusion

In this work, a different way of using the Jaccard similarity
echnique is applied in conjunction with the definition of weight
y the tf-idf model, generating knowledge of the corpus and
llowing supervised training of different classification models to
redict new lawsuits in the Court of Justice. The results show that
t is a viable methodology to be applied and used in the context
f document categories, which has as a characteristic the non-
inearity of the terms in the categories, and in practice, to help
treamline the work of judges in their judgments. The API is built
o allow the use of the proposed methodology in the government
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Table 18
Comparison of recent research work applying BOW and classifiers to relatively different datasets in law.
Research Year BOW Dataset Metric Best
papers used countries evaluation used classifier

Brazil, 85.6% f-measure
This work – tf-idf and court of 88.5% precision MLPNN

altered the state 85% accuracy
Jaccard in (3) of Goias 85% recall

Sulis et al. [36] 2021 tf-idf and European 83% f-measure SVM
manual method Union 76% accuracy

Mean accuracy Similarity
Mandal et al. [37] 2021 tf-idf Indian Supreme tf-idf: 80.8% coefficient

LDA and Court cases LDA: 77.1% in two
PScoreVect PScore: 67.1% classes

Biomedical* f-measure
Skrlj et al. [40] 2021 tf-idf and Drugs effect 47% drugs effect SVM

tax2vec and Drugs side 52.3% drugs side
Radygin et al. [41] 2021 tf-idf Russian 87% f-measure SVM

Federal Law
Hausladen et al. [42] 2020 tf-idf U.S. 74.5% f-measure Passive

Courts 77.1% accuracy aggressive
Medvedeva et al. [45] 2020 tf-idf European 75% accuracy SVM

Human Rights
83% f-measure

Waltl et al. [43] 2018 tf-idf and German 85% precision SVM
manual method Civil Law 84% recall

Katz et al. [44] 2017 manual based U.S. Supreme 70.2% accuracy Random
on metadata Courts 71.9% precision Forest

* No country, Drugs.com and Druglib.com.
gency. Through the API, it is possible to inform the result in the
orrelation of judgments already handed down with new lawsuits
hat go to the Department of Justice.

The proposed weight construction methodology is used to
enerate two types of vectors: binary and frequency. These two
eatures vector models are compared and used for supervised
raining of nine text classification technologies: Random For-
st, MLP neural networks, Adaptive Boosting, Gradient Boosting,
aussian Process, SVM, Naive Bayes, k-nn and Decision Trees. In
eneral, as covered in the discussion section, the best results were
btained with supervised training using the frequency vector.
owever, three classification models had their results worsened
hen using the frequency vectors compared to the binary vectors.
The results generated in this work are relevant to know the

ext classification model most adherent to the area of knowledge
n which this article is applied. The studies help choose the best
redictive solutions to be implemented in production environ-
ents, especially in places with intense movement and flow of
nstructured documents, such as Courts of Justice in Brazil, state
f Goias. With the accuracy of 85%, the f-measure of 85.6%, the
recision of 88.5%, and the recall of 85%, by supervised training
sing frequency vector dataset, the results have shown that the
est classifier model, among those applied in this work, is the
LP neural network.
A relevant analysis in this work was carried out replacing the

f-idf model with the BM25 model in the vectorization process.
he BM25 model was applied together with the altered Jaccard
n (3) to vectorize the documents with the co-occurrence of the
erms. However, from the results of Fig. 11, it can be seen that
he values of the classification metrics were better using the tf-
idf model. We do not recommend replacing tf-idf with BM25 for
the proposed model.

Comparisons with other studies are carried out to bring cred-
ibility to the results of the proposed method, as follows: (a) the
model proposed in this work was applied to the same datasets as
the Abualigah et al. [34], with the results of the evaluation metrics
being superior, as shown in Figs. 9 and 10, and (b) with recent ar-
ticles, shown in Table 18, that despite the studies using relatively
different datasets in the area of law, there is a certain balance
between the values of the classification metrics, but with superior
17
results by the method applied in this article. Comparisons with
other studies in the results sections reinforce the quality of the
proposed method and address a gap reported in the introduction,
and may also pave the way for the academic community to con-
tinue studies on improving BOW models, successfully applying
joint similarity-learning techniques for vectoring text documents.

The research carried out, and the proposed AI method con-
solidate the solution implemented in a production environment
in the Court of Justice of the State of Goias, Brazil. In the social
sphere, based on the results obtained, the proposed solution
fills the second gap reported in the introduction, as it allows
for standardizing judgments, reducing divergences, possible in-
equalities, and, in certain cases, even discrimination. Thus, this
article complies with indicator 10.3 and indicator 16.6, within
two sustainable goals in the world, goal 10 and goal 16, following
the 17 goals established by the United Nations.

As additional contributions, the Python programs are built to
perform the accuracy, f-measure, precision, and recall calcula-
tions for the different classification models used in this work. The
training and test datasets are available on the GitHub platform.
The aim of this availability is that other researchers can con-
tinue the work, comparing it with different classification models.
Availability was made using the GNU General Public License v
3.0. The method is still being refined and improved, especially
when using other similarity-learning techniques, such as Cosine,
combined with other weight generation models. New studies are
being carried out, and the results are compared. The authors of
this paper are testing other classification models. Additionally, it
is important to inform that the positive results of this work led
the Goias Judiciary in Brazil to allocate a team of professionals
to study and include new subcategories of lawsuits in the ap-
plied classification method. The objective is to identify repetitive
demands on a large scale, with possibilities to establish current
standards in judgments.

Finally, it is important to mention that the method proposed
in this work can be applied in several branches of knowledge
that have large volumes of text documents and need to auto-
mate knowing, establishing intelligent and automatic relation-
ships with new text documents inputs.
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